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Practical considerations for quantitative 
light sheet fluorescence microscopy

Chad M. Hobson1, Min Guo    2,3, Harshad D. Vishwasrao4, Yicong Wu    3, 
Hari Shroff3,4,5 and Teng-Leong Chew    1 

Fluorescence microscopy has evolved from a purely observational tool to a 
platform for quantitative, hypothesis-driven research. As such, the demand 
for faster and less phototoxic imaging modalities has spurred a rapid 
growth in light sheet fluorescence microscopy (LSFM). By restricting the 
excitation to a thin plane, LSFM reduces the overall light dose to a specimen 
while simultaneously improving image contrast. However, the defining 
characteristics of light sheet microscopes subsequently warrant unique 
considerations in their use for quantitative experiments. In this Perspective, 
we outline many of the pitfalls in LSFM that can compromise analysis and 
confound interpretation. Moreover, we offer guidance in addressing these 
caveats when possible. In doing so, we hope to provide a useful resource 
for life scientists seeking to adopt LSFM to quantitatively address complex 
biological hypotheses.

Fluorescence microscopy is an essential tool that facilitates observa-
tions of intricate and often dynamic biological processes. Beyond their 
observational use, fluorescence microscopes are increasingly appreci-
ated as desirable means of pursuing quantitative, hypothesis-driven 
research1–3. As such, recent years have witnessed a boom in microscopy 
technology development, pushing the boundaries of spatial resolu-
tion, acquisition speed, imaging depth and biocompatibility4–11. Of 
particular interest to many biologists is a subset of these technologies 
known as light sheet fluorescence microscopy (LSFM). As has been 
previously reviewed5,12–16, there exist a myriad of light sheet micro-
scopes, each often tailored toward a specific application. The core 
principle, however, remains the same: by illuminating a thin slice of 
the sample on the image plane, both out-of-focus fluorescence and 
overall irradiation of the specimen are substantially reduced17,18. Moreo-
ver, the gamut of light sheet microscopes spans multiple biological 
length scales19,20, making it an attractive imaging technique for cell 
and developmental biologists alike. LSFM thus enables researchers 
to rapidly observe and quantitatively assess biological processes 
and structures in three dimensions with minimal phototoxicity  
and photobleaching.

As with any quantitative method, however, one must appreci-
ate the underlying caveats and assumptions to ensure accurate and 
reproducible measurements. Arguably the most glaring caveat in 
quantitative microscopy is that the brightness and location of pix-
els in an image are merely estimates of the underlying specimen21.  
Factors inherent to fluorescence microscopy such as diffraction, noise 
and labeling indicate that the acquired images imperfectly represent 
the true biological structure. Any downstream quantitative analysis is 
then subject to this caveat. Although detailed guides can aid research-
ers in characterizing and potentially correcting for such artifacts in 
conventional microscopes3,21–25, new imaging modalities—particularly 
LSFM—often warrant unique considerations.

In this Perspective, we describe various pitfalls in LSFM, and high-
light how they can alter and undermine quantitative analysis. Addition-
ally, we provide guidance in recognizing and, when possible, remedying 
these issues to ensure unbiased and reproducible measurements. By 
performing experiments on a range of light sheet microscopes, both 
custom and commercial, we aim to be agnostic to any specific variation 
of LSFM; rather, we focus on issues central to the principle of LSFM, 
which are thus applicable to all light sheet systems. Our hope is that this 
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with the image plane. Such alignment is not guaranteed in a light sheet 
microscope. Misalignment between the light sheet position and the 
detection focal plane can alter both the intensity and position of the 
emitted fluorescence, which can confound downstream quantitative 
measurements.

Light sheet misalignment can occur in several ways, including 
an offset or a relative tilt between the light sheet and the image plane 
(Fig. 2a). One of the most disruptive effects of such misalignments 
is a dramatic increase in out-of-focus light and a loss of contrast and 
resolution. These effects are exacerbated when using high-numerical 
aperture systems. To demonstrate these effects, we acquired images 
of HeLa cells fixed and stained with Alexa Fluor 488 Phalloidin using 
a modified lattice light sheet microscope (LLSM)26 and created maxi-
mum intensity projections (MIPs). Offsetting the light sheet from the 
focal plane by as little as 1 μm highlights a clear degradation of optical 
sectioning and contrast (Fig. 2b). For further inspection, we calculated 
the Fourier transform of each MIP (insets in Fig. 2b) and plotted the 
intensity as a function of radial distance (Fig. 2c). Comparing these 
plots between the aligned and offset cases shows that misalignment 
between the light sheet and the focal plane reduces the high frequency 
content in the image (Fig. 2c). Thus, misalignment can ultimately cause 
a user to miss fine biological structures at the limit of the microscope’s 
resolving power.

Unfortunately, intensity and contrast are not the only features 
that can be distorted by improper alignment. Altering the position of 
the light sheet relative to the image plane can also change the apparent 
axial position of biological structures. This is particularly important 
when considering multicolor experiments. As a demonstration, we 
acquired images of HeLa cells fixed and stained for LAMP1 (green) 
and transferrin (magenta) (Fig. 2e–g) on an LLSM26. Transferrin is 
known to localize within lysosomes (LAMP1)40, which is accurately 
observed when each wavelength light sheet is properly aligned both 
to each other and to the image plane (Fig. 2d,f). However, a slight mis-
alignment between the two excitation wavelengths relative to each 
other drastically shifts the apparent position of the transferrin outside 
the lysosomes (Fig. 2e,g). Thus, misalignment can negatively affect 
three-dimensional (3D) colocalization measurements, particularly 
for objects with sizes nearing the diffraction limit.

Visual inspection is typically not a reliable means of ensuring 
proper alignment, particularly when dealing with sparsely labeled 
specimens. It is therefore crucial to systematically align the light sheet 
to the focal plane before an experiment. This is most easily done by 
acquiring point spread function measurements (PSFs); that is, imaging 
fluorescent beads whose size are below the resolution of the instru-
ment. When the light sheet and focal plane are misaligned, the axial 
view of the PSF becomes skewed (Supplementary Fig. 2). Coaligning the 
light sheet to the focal plane subsequently tightens the PSF and returns 
it to the optimal, symmetric shape (Supplementary Fig. 2). This must 
be performed independently for each excitation wavelength. If the 
same settings are used for different light sheet wavelengths, chromatic 
aberrations and the slightest misalignments between laser lines will 
cause each wavelength to excite different planes of the specimen. We 
therefore recommend using multi-spectral fluorescent beads, which 
allow a user to assess both the alignment of each excitation wavelength 
as well as the coregistration between channels.

Although we have predominantly focused on the implications of 
an offset between the light sheet and the image plane, it is also impor-
tant to ensure that the light sheet is not tilted or rotated relative to the 
image plane (Fig. 2a). A tilted light sheet can cause similar effects to 
an offset light sheet, but these artifacts become progressively worse 
across the FOV. The tilt of the light sheet can be assessed by acquiring 
PSFs at the edges of the usable FOV. If the PSFs at each edge are skewed 
in opposite directions, there is a rotation between the light sheet and 
the image plane (Supplementary Fig. 3). This should be corrected 
if possible: otherwise, the resulting data must be interpreted with 

guide will be a useful starting point for those wishing to adopt LSFM 
as a means of testing complex biological hypotheses, improving their 
confidence in the quantitative conclusions drawn from such studies.

Light sheet confinement
Light sheet microscopes are often tailored toward specific biological 
length scales. The first important consideration in quantitative LSFM 
is then optimizing the size and shape of the light sheet for the given 
specimen. The illumination in a light sheet microscope is either static 
(for example, cylindrical lens17 or spatial light modulator26) or dynamic 
(for example, digitally scanned beam27 or field synthesis28). In either 
case, the performance of optical sectioning—that is, the reduction of 
out-of-focus light—is directly related to the thickness of the light sheet 
and the distance over which the thickness remains approximately con-
stant, also known as the depth of field (DOF). An ideal light sheet would 
be as thin as possible and possess a DOF spanning the sample, ena-
bling adequate optical sectioning over the desired field of view (FOV).  
However, due to the physical principles that underly beam propaga-
tion, there is always a tradeoff between light sheet thickness and DOF. 
In the Gaussian beam approximation, DOF is twice the Rayleigh length, 
defined as the distance over which the beam radius diverges to a value 
no larger than √2 times the beam waist (Supplementary Fig. 1). This 
DOF is proportional to the square of the beam waist29, which implies 
a Gaussian beam with a relatively smaller beam waist produces better 
optical sectioning at the cost of more rapid divergence and a smaller 
usable FOV. Although the specific scaling relationships change for 
high-numerical aperture systems and alterative beam characters26,30,31, 
the intrinsic tradeoff between light sheet thickness and DOF remains 
true. Practically speaking, tuning the beam waist (and DOF) may be 
helpful when imaging samples of different sizes, tailoring the optical 
sectioning to the desired FOV. There do exist means of circumventing 
this limitation, most notably through tiling light sheet microscopy32. 
By sequentially stepping the excitation sheet in the direction of propa-
gation and collecting an image at each light sheet position, the DOF 
and total FOV can be extended for a given sheet thickness at the cost 
of reduced imaging speed and increased photobleaching and photo-
toxicity. The total tiled DOF, however, should still be matched to the 
length scale of the specimen. Extending this concept to use a tightly 
focused light sheet scanned through the specimen in its propagation 
direction in conjunction with a rolling shutter yields axially swept light 
sheet microscopy33–37. In this instance, the DOF of the sheet is matched 
to the shutter size, and thus the previous discussion is less applicable.

To demonstrate the value of tuning the beam waist, we used a 
dual-view inverted selective plane illumination microscopy (diSPIM) 
system38,39 to image living Caenorhabditis elegans embryos with all 
cell membranes labeled by green fluorescent protein (GFP) (Fig. 1). We 
changed the light sheet beam waist by adjusting an aperture conjugate 
to the back focal plane of the illumination objective. Since C. elegans 
embryos have a size of roughly 30 µm in the direction of beam propaga-
tion, using a beam waist of 1.6 µm (corresponding DOF roughly 30 µm) 
offers better optical sectioning and image quality (Fig. 1a,b top) than 
using a beam waist of 3.3 µm (producing a DOF of more than 100 µm, 
much larger than necessary). The latter choice introduces considerably 
more out-of-focus contamination, resulting in reduced image contrast 
(Fig. 1a,b bottom). The degradation in image quality is especially clear 
when looking at cell membranes in the magnified view (Fig. 1c) and 
associated line profiles across the cell membranes (Fig. 1d).

Coalignment of the light sheet and focal plane
A key difference between conventional microscopes and light sheet 
microscopes is that the latter uncouples the illumination and detec-
tion pathways, allowing independent control of the light sheet and 
detection focal plane. Traditional epifluorescence microscopes use 
the same objective to excite the sample and detect the emitted fluo-
rescence, which usually guarantees that the illumination coincides 
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this known caveat. Moreover, these corrections should be performed 
with the microscope equilibrated to the desired imaging tempera-
ture. Changes in temperature can alter the light sheet position, thus 
undoing these calibrations. Additionally, any drift in the system, be 
it thermal or mechanical, can alter this alignment. These sources of 
sheet misalignment, along with several others, are summarized in Box 1.  
Many commercial light sheet microscopes have means of empirically 
estimating excitation and detection alignment during an experiment, 
providing an excellent option to maintain alignment over long imaging 
durations. Given the impact on both the apparent brightness and loca-
tion of structures within an image, it is important to ensure the system 
is properly aligned before any quantitative experiment.

FOV uniformity
LSFM is exceptionally useful for rapidly acquiring volumetric images 
across large FOV. However, there is often an underlying misconcep-
tion that across the entire FOV, it is possible to precisely estimate the 
intensity and position of fluorescent molecules. Uneven illumination 
intensity, light sheet degradation and FOV distortions can, however, 
dramatically alter both the measured intensity and position of biologi-
cal structures. Therefore, they must be accounted for when drawing 
quantitative conclusions.

Flatfield correction
In general, the intensity of emitted light will be directly related to the 
intensity of the light used to excite the sample41. Therefore, heterogene-
ity in the illumination intensity will bias the signal in the detected image, 
potentially compromising any further quantitative measures. Light 
sheet fluorescence microscopes are no exception. Any imperfection 
along the optical path (for example, misalignment, imperfect lenses, 
dust and so on) can locally alter the excitation profile. Even in perfectly 
aligned systems, illumination is not guaranteed to be uniform both in 
the direction the light sheet travels and the transverse directions. Light 

sheet systems that make use of rolling shutters during acquisitions33,42–46 
are particularly susceptible to uneven illumination due to errors in 
shutter timing, speed and alignment to the beam (Supplementary 
Fig. 4). To complicate matters further, diffraction and misalignment 
between laser lines ensure that the illumination profile is not identical 
for each excitation wavelength. To demonstrate the effects of uneven 
illumination, we acquired ratiometric images of myosin II regulatory 
light chain (RLC) to total myosin II in PtK2 cells on an LLSM26 (Fig. 3a). 
Since RLC is a stable component of the myosin II heterohexamer47, a 
uniform ratio is expected for the entire FOV. However, the noncorrected 
LSFM ratiometric images show a smooth gradient. Without the a priori 
knowledge of the underlying biochemistry of nonmuscle myosin II, this 
may be interpreted as a true biological result. Thus, nonuniform exci-
tation profiles may alter the quantitative metrics derived from LSFM 
images; accurately correcting for these heterogeneities is necessary 
for drawing sound quantitative insights.

It is best practice to visualize the illumination profile of the light 
sheet before beginning each new experiment. The most common 
means of doing so is by using a diluted solution of fluorescent dye and 
recording images for each illumination wavelength over the desired 
FOV (Supplementary Fig. 5). When doing this, it is important that the 
dye solution is prepared with the same imaging media that will be used 
for experiments and that the microscope is equilibrated to the correct 
imaging temperature. Applying a ‘flatfield correction’ is then straight-
forward (Supplementary Materials and Methods). Fortunately, such an 
approach works for both single- and multi-photon excitation schemes. 
As shown in Fig. 3b, applying a flatfield correction to the ratiometric 
myosin example substantially mitigates the biased ratio along the 
vertical axis. Examining the illumination profiles in hindsight (Fig. 3c) 
reveals that the skewed ratios are a result of uneven illumination rather 
than any underlying biological phenomenon.

While imaging a dye solution is often acceptable for flatfield cor-
rection, the resulting images may not always perfectly represent the 
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Fig. 1 | Effect of beam waist on image quality. a, Gaussian illumination beams in 
fluorescein solution with different beam waists. The full-widths at half-maximum 
of the beam waists are estimated as 1.6 (top) and 3.3 (bottom) µm based on the 
line profiles of these images. b, Images of C. elegans embryos with cell membrane 
labeled, corresponding to the illumination beams in a. Note the bottom image 
is more contaminated by out-of-focus fluorescence when using the beam with 

3.3 µm waist. c, Higher magnification views of the dashed white box in b. d, Line 
profiles corresponding to the white dotted line in c. Intensities are normalized 
to the average of each profile. The laser power was adjusted for each case of light 
sheet thickness to keep the signal to noise roughly the same across images. Scale 
bars 10 µm in a and b, and 5 µm in c. Data acquired with diSPIM, from one view. 
a.u., arbitrary units.
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light sheet profile. Such an image is most appropriate for modeling 
the central region of the sheet, as only over this region is the thick-
ness of the light sheet similar to the DOF of the detection objective. 
Outside this region, divergence of the light sheet will excite fluorescent 
molecules outside the detection plane, potentially altering the image 
intensity relative to the focused region of the light sheet. Therefore, 
a flatfield correction based on dye solution images is best used for 
the central, focused region of the light sheet. While imaging a speci-
men outside the confocal region is not recommended to begin with, 

alternative approaches for flatfield corrections do exist. A potentially 
more rigorous, yet challenging, approach is to scan a single fluorescent 
bead incrementally through the FOV, summing the signal at each scan 
position. The resulting summed signal versus scan position provides 
a better estimate of the excitation distribution, barring noticeable 
photobleaching of the fluorescent bead. Finally, if the need for a flat-
field correction is realized well-after the experimental data have been 
collected, several approaches exist for retroactively estimating the 
illumination profile from the raw images themselves48–50. However, such 
approaches are often most effective for densely labeled specimens as 
they provide more spatial intensity information from which the excita-
tion distribution may be inferred.

Light sheet degradation
Unfortunately, a light sheet with an ideal profile in a dye solution does 
not always yield uniform excitation throughout the FOV of a sample. As 
light propagates further into a specimen, scattering can cause the exci-
tation sheet to rapidly disperse17,51. This is especially true for large, dense 
and heterogeneous samples such as nonoptically transparent embryos 
and tissue slices. Therefore, even with a light sheet with uniform excita-
tion and a DOF precisely matched to the specimen will show continually 
deteriorated optical sectioning as the light sheet propagates through 
the sample, making quantitative analyses exceedingly difficult.

To demonstrate this effect, we acquired images of a Drosophila 
melanogaster embryo with His2Av-EGFP labeled nuclei on a Zeiss 
Lightsheet Z.1 (Fig. 4). This commercial light sheet microscope can 
illuminate the sample sequentially from opposing directions (Fig. 4a). 
Examining the same slice of the embryo with opposing excitation direc-
tions highlights how the optical sectioning is dramatically reduced 

z 

x

d

f

e

g

Aligned

Offset

Aligned Offsetb c
Aligned

Offset

Position (µm)

In
te

ns
ity

 (
a.

u.
)

0 1 2 3
0

0.5

1.0

Position (µm)

In
te

ns
ity

 (
a.

u.
)

0 1 2 3
0

0.5

1.0

N
or

m
al

iz
ed

 F
F

T
in

te
ns

ity
 (

a.
u.

)

Spatial frequency (µm–1)

0 1 2 3 4
0

0.6
0.4
0.2

1.0
0.8

a

Aligned Offset

Tilted case 1 Tilted case 2

Fig. 2 | Misalignment of light sheet and focal plane compromises feature 
detection and axial localization. a, Schematic representation of misalignments 
between the light sheet and the image plane. b, MIPs from a volumetric image 
of a HeLa cell fixed and labeled with Alexa Fluor 488 Phalloidin. Images of the 
same cell with and without a 1 μm offset between the focal plane and the light 
sheet are shown, displaying degraded resolution and contrast. Insets show a fast 
Fourier transform (FFT) of the MIPs, scale bar, 2 μm−1. Images were acquired using 
a modified lattice light sheet microscope. Scale bar, 5 μm. c, Radial profile plot 
of the normalized intensity from the FFT images shown in b. The offset profile 
shows a loss of high spatial frequency features compared to the aligned profile. 

d–g, Volumetric images of HeLa cells fixed and stained for LAMP1 (green) and 
transferrin (magenta) were acquired on a lattice light sheet microscope.  
d,f, A single xz cross section of the same cell is shown wherein the 488 and 561 nm 
light sheets are coaligned to the focal plane of the detection objective (d) and 
misaligned from the focal plane of the detection objective (f) by ±500 nm, 
respectively. Scale bar, 5 μm This light sheet offset causes an apparent axial shift 
of transferrin outside the lysosomes. e,g, An inset of the white dashed box in  
d and f as well as a line trace through the left-most lysosome (between  
yellow arrows) is shown for the coaligned (e) and misaligned (g) cases.  
Scale bar, 1 μm.

Box 1

Common sources of light sheet 
misalignment

•• Mismatched refractive index between media, sample or imaging 
system

•• Change of imaging temperature
•• Chromatic shifts
•• Mechanical drift
•• Temperature and humidity fluctuations
•• Strong air currents
•• Improper positioning of optics
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as the light sheet propagates further into the sample. Moreover, the 
ability to distinguish a single nucleus from the background on each 
side of the embryos is entirely changed purely based on the propaga-
tion direction of the light sheet (Fig. 4b,c). Unfortunately, this artifact 
of deteriorated optical sectioning is caused by the specimen itself, 
thus rendering it more challenging to address than other issues. In 
some cases, as shown here, systems are equipped with illumination 
from multiple angles to rectify this effect by fusing together images 
with complementary excitation directions43,51,52. This fusion and the 
resulting voxel intensities, however, should be approached cautiously 
as it may not be immediately obvious how the signal from each raw 
image contributes to the final fused data set. However, if a light sheet 
microscope does not have such capabilities, this should be taken as 
a fundamental limitation around which the experimental design will 
have to be carefully planned.

Additionally, there exists a second sample-induced artifact for 
which light sheet microscopes are particularly susceptible. When the 
excitation sheet encounters a highly scattering or absorbing struc-
ture, it ceases to propagate directly behind this object. This results in 
‘shadows’ or ‘streaks’ across the image (Supplementary Fig. 6), which 
can make segmentation particularly challenging across the entire FOV. 
This artifact and its remedies—such as beam pivoting, Bessel Beam 
illumination and diffusive optics—have been recently reviewed53, and 
we refer readers to these resources for a more thorough discussion.

Field distortion
Considerations of FOV uniformity do not end, however, with flatfield 
corrections and light sheet degradation. LSFM is quickly becom-
ing the modality of choice for imaging cleared and expanded tis-
sue37,54–57. Volume acquisition of such large samples entails acquiring 
many 3D image subvolumes or ‘tiles’ that overlap their neighbors by 
some small fraction. To generate the full image volume, neighboring 
tiles are stitched together by coregistering and fusing their overlap 
regions. The FOV is selected by the user as a subregion of the camera 
sensor. There are advantages to using the largest FOV possible (and 

thus fewer tiles), such as increased acquisition speed and reduced 
computational time. The ongoing development of cameras with ever 
increasing sensor sizes makes it tempting to use the largest FOV cam-
era available. Practically, however, the largest usable FOV is often not 
determined by the camera, but rather by field-dependent aberrations 
due to the imaging optics: most commonly the microscope objec-
tive. While there are many objectives with excellent aberration cor-
rection, light sheet microscopy often imposes constraints that limit 
objective choice. Specifically, in cleared/expanded tissue imaging, 
the objective must often tolerate harsh organic solvents with a broad 
range of refractive indices (1.33–1.56)58–65. To satisfy these require-
ments, it is unsurprising that objectives sacrifice performance in other 
areas such as spherical, geometric and chromatic aberration correc-
tion. Aberrations must then be carefully considered in the overall  
experimental workflow.

One of the most common FOV-limiting aberrations is geometric 
distortion: a change in lateral magnification (increase or decrease) 
with increasing off-axis distance from the center of the FOV. Geomet-
ric distortion is not unusual in complex, compound lens systems and 
causes the image to appear progressively warped toward its periphery. 
This distortion is particularly problematic for multi-tile acquisitions 
as the image periphery is used to coregister and stitch neighboring 
tiles. To illustrate this effect, we used the full FOV (2,048 × 2,048 pixels) 
available on a cleared tissue dual-view inverted selective plane illumi-
nation microscope to perform a multi-tile acquisition55 over a sample 
of iDISCO cleared brain tissue labeled with TOPRO3. Neighboring tiles 
were acquired with 15% overlap (Fig. 5a, overlap regions in magenta and 
cyan). Stitching these tiles together is then a matter of coregistering 
their overlap regions (Fig. 5b) in 3D. Using the ImageJ Stitching Plugin66, 
which performs 3D coregistration using only translation, we find that 
the centers of the overlap regions (Fig. 5c) register well. In contrast, 
the ends of the overlap regions that correspond to the FOV peripher-
ies of the two tiles (Fig. 5d) do not. In the resulting registration, large 
structures such as nuclei partially overlap, but smaller structures such 
as nucleoli fail to coregister entirely.
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Fig. 3 | Nonuniform illumination intensity in LSFM. Volumetric images of 
PtK2 cells fixed and stained for myosin RLC (488 nm) and total myosin (560 nm) 
were acquired on a lattice light sheet microscope. a,b, Shown are the intensity-
modulated ratiometric images (myosin RLC/total myosin) of the MIPs of these 
3D data sets without flatfield correction (a) and with flatfield correction (b). The 
flatfield correction was performed for each color before deskewing, projecting 
and ratioing of the images (Supplementary Fig. 5). c, Averaged intensity profile 

of the light sheet for each excitation wavelength. The light sheet profiles can be 
separated into regions (dashed lines) where I488/I560 > 1 (top), I488/I560 ≅ 1 (middle) 
and I488/I560 < 1 (bottom). The implications of these relative illumination intensity 
changes can be seen in the noncorrected intensity-modulated ratiometric image 
(a) when compared to the flatfield corrected intensity-modulated ratiometric 
image (b). Scale bar, 10 μm.
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Since geometric distortion is a function of distance from the 
FOV center, a straightforward solution is to reduce the FOV. How-
ever, this requires more tiles to be acquired, increasing the overall 
acquisition time (Fig. 5i). In our example, we tried several progres-
sively smaller choices for our FOV, always using 15% overlap. The opti-
mal FOV (1,536 × 1,536 pixels in this example) (Fig. 5e) is the largest 
FOV that maintains acceptable coregistration of the overlap regions  
(Fig. 5f) near their centers (Fig. 5g) and adequate coregistration down 
to the level of nucleoli at the periphery (Fig. 5h). A larger FOV would 
show coregistration failure near the periphery, and a smaller FOV did 
not noticeably improve the uniformity of coregistration but required 
more tiles. Moreover, it is important to note that for light sheet systems 
with zoom optics, using a larger FOV through a zoom functionality 
will still result in field distortions even if the number of pixels is held 
constant. To quantify the quality of image registration, we used the 
normalized cross correlation (NCC), which is a measure of both similar-
ity and colocalization (Fig. 5j). When examining the NCC as a function 
of FOV size, there is a clear transition zone of degraded registration 
quality with increasing FOV (Fig. 5j). The specific value of the NCC, 
however, can vary between samples and imaging conditions, and thus 
a specific threshold cannot be recommended for all experiments. In 
conclusion, when selecting the FOV size, it is important to consider 
that a larger FOV may render the peripheral data susceptible to notice-
able errors, affecting quantification. We note that field distortion is 
not unique to the microscope and optics used here, but is common to 
many light sheet systems. The specific FOV described here, however, 
is applicable only for this particular light sheet microscope, and we 
strongly encourage readers to perform their own experiments to deter-
mine the ideal balance between FOV size and registration accuracy for  
their samples.

Postprocessing
To this point, our focus has resided entirely on pitfalls associated with 
LSFM image acquisition. However, many quantitative analyses per-
formed on LSFM data sets benefit from or even require image process-
ing. At times, these image processing workflows can further confound 
analysis and interpretation if not performed properly. As has been previ-
ously reviewed67,68, image processing is useful and often necessary with 
any microscopy modality. There are, however, several processing steps 
commonly associated with LSFM that warrant further examination.

Deconvolution
Every microscope acts as a low pass filter, distorting the size, shape and 
intensity of fine details in the sample. This is because the true biological 
structure is convolved with the microscope PSF, resulting in a blurred 
version of the specimen imaged onto the detector. With knowledge of 
microscope PSF, however, one can computationally deconvolve these 
images69–71. When implemented properly, deconvolution can yield a 
more accurate representation of the underlying sample (Supplemen-
tary Fig. 7). Deconvolution has become a common processing step in 
LSFM, often used to reduce blur, increase contrast, facilitate multiview 
fusion and improve resolution. However, several caveats are important 
to keep in mind, particularly for quantitative analysis.

A key assumption is that the PSF used in deconvolution accurately 
represents the PSF of the microscope. Therefore, it is wise to either 
use an experimentally derived PSF or verify that a theoretical PSF 
appropriately models the blurring introduced by the microscope. For 
LSFM, the PSF mainly depends on (1) light sheet thickness, (2) wave-
length and (3) alignment. Thus, a new PSF must be used when using 
a different light sheet, and separate PSFs would ideally be used when 
deconvolving multi-channel images. A misaligned light sheet system 
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light sheet propagation directions. As the light sheet propagates further into the 

sample, the light sheet confinement degrades, reducing optical sectioning. Scale 
bar, 20 μm b,c, Insets from the accompanying white dashed rectangles shown in 
a; images are pseudocolored to indicate the direction of light sheet propagation. 
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intensity and contrast when the light sheet must pass through the entire sample. 
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can be particularly problematic (Supplementary Fig. 7). As we have 
shown, a misaligned system yields an elongated and asymmetric PSF 
(Supplementary Fig. 2). Therefore, if an ideal PSF is used to deconvolve 
an image from a misaligned system, the fundamental assumption of 
deconvolution is invalidated. The ‘improvements’ to image quality are 
often marginal compared to data collected with the aligned system and 
are not guaranteed to accurately represent the underlying structure 
(Supplementary Fig. 7). A misaligned system is not the only means by 
which a PSF is no longer accurate. If the DOF of the light sheet does not 
span the entire specimen or if the light sheet is scattered or aberrated, 
the PSF varies over the FOV. Similarly, imaging deep into aberrating 
specimens can cause image distortions not captured by an ideal PSF. 
Deconvolution in such cases is subpar.

Assuming the PSF is accurate, there are additional considerations 
for appropriate use of deconvolution. The first is ‘over-deconvolution’. 
In many cases, deconvolution is an iterative process whereby the user 
prescribes a set number of times the routine will run. At first it may 
be tempting to boost the number of iterations under the assumption 
that more iterations will yield continued improvement. However, 
too many iterations inevitably lead to artifacts72 (for example, noise 
amplification). We therefore recommend varying the number of itera-
tions to understand the point at which artifacts may be introduced. 
The second important caveat is that many common deconvolution 
algorithms do not preserve linearity71; that is, an object twice as bright 

as another before deconvolution may appear three times as bright 
after deconvolution, for example. Ideally, the assumption of linearity 
would be checked for the specific deconvolution algorithm used by 
the user. Otherwise, we do not recommend making intensity-based 
measurements on deconvolved data sets. Rather, we suggest using 
the deconvolved data to ease the burden of image segmentation, after 
which intensity measurements can be performed on the original data. 
In summary, although deconvolution is a powerful computational tool, 
its use for quantitative analysis must be approached cautiously given 
its underlying assumptions, the risk of over-deconvolution and the 
potential for nonlinear intensity transformations.

Multiview fusion
As shown in Fig. 4, the sample can clearly compromise the integrity 
of the excitation light sheet. However, aberrating or scattering sam-
ples can also reduce detection efficiency, particularly at increasing 
depths into the sample. One means of compensating for these effects 
is through imaging a specimen from multiple viewpoints, usually cap-
tured by rotating the sample73,74 or using multiple detectors arrayed 
around the specimen38,39,51,52,75,76. If these views are near orthogonal, one 
gains an additional benefit of improved resolution isotropy38,39,73,76. 
Multiview imaging, however, requires a modality that is both fast 
and gentle to minimize photobleaching, phototoxicity and motion  
blur. Therefore, LSFM is the predominant method of choice51,75. 

T
ile

 1
T

ile
 2

a b

c

d

T
ile

 1
T

ile
 2

e f

g

h

FOV 2,048 pixels FOV 1,536 pixels

Increased FOV, reduced tiling

Reduced field distortion, improved stitching

i j

Field of view (pixels)

N
C

C

500 × 500 1,500 × 1,500 2,500 × 2,500

0.93

0.94

0.92

Fig. 5 | Reducing FOV improves accuracy of stitching. a, Neighboring tiles 
acquired with a full FOV (2,048 × 2,048 pixels) and 15% overlap are stitched 
together by coregistering their overlap regions (magenta and cyan dashed 
boxes). Scale bar, 100 μm. b–d, Coregistration of the overlap regions  
(b; displayed in magenta and cyan) works well near the center of the overlap 
region (c) but degrades toward the periphery (d). While larger structures 
such as nuclei still coregister, small structures (for example, nucleoli) do not, 
compromising the accuracy of stitching and image quality of the fused overlap 

region. e, Reducing the FOV (1,536 × 1,536 pixels) clips the warped periphery of 
the full field. Scale bar, 100 μm. f–h, The resulting coregistration of neighboring 
tiles (f) shows better uniformity from the center (g) to the periphery (h) of the 
overlap region, ensuring a better stitch and fusion. i, Schematic representation of 
the inherent tradeoffs associated with FOV. Increasing FOV can reduce the need 
to tile acquisitions, thus increasing speed. Reducing the FOV minimizes field 
distortion and improves tile stitching accuracy. j, NCC for overlapped regions of 
neighboring tiles shown for varying FOV. Scale bars in b,d,g,h, 5 μm.



Nature Methods

Perspective https://doi.org/10.1038/s41592-022-01632-x

Regardless of the specific implementation, all multiview techniques 
rely on postprocessing to fuse individual views into a final image55,77–79. 
In general, postprocessing procedures involve a first step of image 
registration that transforms the views so that they are spatially coa-
ligned, and a second step of image fusion to combine the registered 
views into a single, final image. Registration is essential to the success 
of subsequent multiview fusion, as suboptimal registration usually 
leads to noticeable artifacts in the final reconstruction. In practice, 
imperfect registration may arise for the following reasons.

First, selection of a registration algorithm is crucial. These algo-
rithms come in increasing levels of complexity80 depending on the 
specimen and the microscope optics (Supplementary Fig. 8). In the sim-
plest case, consider a fixed specimen viewed from multiple angles with 
identical objective lenses. Here, registering each viewpoint requires 
only (1) rotating one viewpoint to match the other and (2) translating 
the viewpoints such that they overlap. This registration method is 
known as a rigid body transformation81 (Supplementary Fig. 8 top). 
Unfortunately, the complex and rapidly changing nature of the speci-
men often renders such simple registration methods ineffective. The 
next level of complexity is a class of registration methods known as 
affine transformations. The difference between affine and rigid body 
transformations is that the former also enables changes in scale and 
shearing of images80 (Supplementary Fig. 8 middle). Therefore, rigid 
body transformations are a subset of affine transformation. However, 
the limitation of affine transformations is that they are still linear. 
That is, a straight line will always remain straight and parallel lines 
will remain parallel after an affine transformation. There are cases, 
however, wherein this may not be sufficient; if so, nonlinear transfor-
mations may be required (Supplementary Fig. 8 bottom). As the name 
suggests, nonlinear transformations no longer requiring linearity as 

a constraint82, thus facilitating local ‘warping’ and distortions that are 
sometimes required for image registration82. In the context of multi-
view microscopy, one reason for such a complex transform would be 
the small distortions caused by imperfections in the objective lenses, 
such as those described earlier. It may at first be tempting to opt for 
the most complex and comprehensive registration method to ensure 
the multiple views are properly aligned. Such an approach, however, 
comes at the cost of computational time and complexity. Moreover, 
image quantification—in particular, intensity-based quantifications—
become increasingly nontrivial with more complex transformations. 
It is prudent to opt for the least complex method that properly regis-
ters the data to best balance accuracy and speed. The success of the 
registration can be measured and quantified with the NCC, similar to  
image tiling.

As a demonstration, we imaged a living zebrafish embryo express-
ing Lyn–eGFP from two orthogonal views on a diSPIM. When registering 
the two views, we find that a rigid body transformation is insufficient 
(Figs. 6a left, and 6b top), causing obvious fusion artifacts (Fig. 6c 
middle). A full affine transformation algorithm, however, is far more 
successful (Fig. 6a right, Extended Data Fig. 1 bottom), generating 
a registration of the two volumes such that subsequent fusion lacks 
obvious artifacts and has near-isotropic resolution (Fig. 6c bottom). 
The fusion itself can be performed in a variety of ways ranging from 
simple averaging to, as in this case, more complex methods such as 
joint deconvolution. We note that deconvolution is frequently a core 
component of multiview fusion, and thus the caveats described above 
must be considered when using such methods. Given that an affine 
transformation appropriately registers the two views, it is not neces-
sary to continue to nonlinear transformations as they would only 
yield extraneous complexity. An additional practical consideration 
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is that the individual views themselves may carry too little structural 
context, making registration based solely on image-content a chal-
lenging task. By introducing fiducials (such as beads) that appear in  
each view, the registration may be performed with an interest 
point-based algorithm77.

Finally, living samples with highly dynamic movements deserve 
extra scrutiny. A basic assumption in multiview imaging is that dif-
ferent views represent the same underlying structure. If the sample 
moves during the acquisition, this assumption is violated, potentially 
resulting in severe artifacts depending on the degree of motion. To 
demonstrate this effect, we show a dual-view example of live C2C12 
cells expressing actin-GFP, captured on a diSPIM. Although the overall 
cell registers well, the filaments in the right corner (Fig. 6d, dashed 
white box) move rapidly and do not overlap in the two views. After 
multiview fusion, artifacts are evident in the vicinity of the filaments 
(Fig. 6e) but not the rest of the cell (Fig. 6d bottom). The easiest solu-
tion to this problem is to image fast enough to adequately sample even 
the fastest movements, keeping in mind that fine structures need only 
move by more than the resolution limit in one frame to cause detect-
able motion blur. If this is not possible, an alternative approach is to 
seek out a system capable of acquiring multiple views simultaneously 
rather than sequentially83. If neither situation is plausible, we advise 
carefully checking the fusion against the raw images, using the latter 
for quantitative analysis if artifacts are present.

Discussion
A common tenet in physics and mathematics stems from the late Nobel 
Laureate Maurice Allais, who is quoted as saying ‘a theory is only as good 
as its assumptions’84. This principle holds true across disciplines and 
methodologies, including fluorescence microscopy. The conclusions 
we make and theories we draft about biological processes hinge on the 
assumptions that underly the very microscopy data from which they 
are derived. We assume the brightness we measure in an image corre-
sponds to protein concentration, and the location of an object in our 
data accurately represents its position in a specimen. Fundamentally, 
we presume our images are representative of the true biological struc-
ture. Unfortunately, these assumptions are often violated in practice 
and LSFM is no exception.

LSFM is an attractive microscopy modality for scientists across 
disciplines. The minimal photobleaching and phototoxicity coupled 
with enhanced optical sectioning and contrast enables rapid visualiza-
tion of intricate biological processes over long durations85, and numer-
ous length scales19,20. Modern LSFM, however, is a relatively nascent 
technology. Although conceptually the principle has existed for over 
a century86, its application dates back only three decades18. Given the 
lengthy path from technological development to commercializa-
tion87, modern light sheet microscopes are only recently becoming 
accessible to most biologists. Unfortunately, there exists a tempting 
misconception to conflate technological complexity with robustness 
and trustworthiness1. Complex microscopy systems, however, often 
deserve extra scrutiny when it comes to quantitative analysis.

In this Perspective, we outlined many factors that can undermine 
quantitative LSFM and provide guidance on proper calibrations and 
corrections (summarized in Extended Data Fig. 1). It may be daunt-
ing, however, to envision tackling each of these considerations for 
all quantitative LSFM experiments. Thankfully, the gamut of issues 
we describe are not all applicable to every quantitative metric, and 
therefore one must only consider and correct for those factors that 
may influence their specific analyses. For example, morphological 
characterizations will be relatively insensitive to the uniformity of 
excitation intensity, although proper flatfield correction may ease 
segmentation. Similarly, the degradation of light sheet confinement 
may be of little importance if the biological process of interest occurs, 
for example, in thin samples or along the most superficial layer of a 
large specimen. While we have attempted to provide a useful list of 

common pitfalls in quantitative LSFM, it is the specific experiment 
that should dictate which of these factors need to be accounted for to 
ensure accuracy and reproducibility.

While considering the factors described here will ensure an 
improved quantitative strategy for LSFM, the struggles in accurately 
quantifying biological structures and processes do not end with the 
microscope. More specifically, it should be appreciated that the sam-
ple itself can become a source of error in quantitative microscopy88. 
The allure of studying biological processes within their true physi-
ological context has pushed researchers toward imaging deep within 
specimens. Unfortunately, such imaging is rife with optical aberra-
tions, which in turn compromise image quantification. For example, 
spatially varying refractive indices within the specimen may alter the 
position of the light sheet relative to the focal plane. Adaptive optics 
is an active frontier of research that aims to correct these aberrations 
through measuring and counteracting the distortions to the wavefront 
caused by the specimen89. Thus, adaptive optics may prove to be a 
useful tool for quantitative LSFM deeper with biological samples90–94. 
Unfortunately, adaptive optics is only effective in weakly scattering 
samples90, and thus is predominantly useful in model organisms that 
are optically transparent. Other systems may be better served by opt-
ing for two-photon LSFM20,95–98, either in isolation or combination with 
adaptive optics.

We have focused this Perspective on LSFM, yet the caution we 
advise is applicable beyond this single method. We encourage the 
utmost scrutiny when it comes to quantitative microscopy using any 
imaging modality. Each method—be it super-resolution microscopy, 
deep tissue imaging or LSFM—warrants a careful consideration of how 
the assumptions inherent to quantitative microscopy could be invali-
dated. The default state of mind should be that of healthy skepticism 
rather than blind optimism. This principle further applies to computa-
tional methods in image analysis and processing. For example, machine 
learning and artificial intelligence have exceptional promise in image 
restoration and denoising99,100, which could be a beneficial tool in using 
LSFM in conjunction with particularly dim or photosensitive samples. It 
is crucial, however, to understand what assumptions go into these tools 
and if they hold true for the task at hand. Asking biologists to be aware 
of each caveat for all microscopy modalities and analysis techniques, 
however, can be an impractical overreach. It is advisable to rely on 
local and global resources, such as imaging core facilities, to provide 
the expertise in performing quantitative microscopy with the latest 
technologies. This collaboration will inevitably yield more reproduc-
ible and robust measurements, and thus improved biological insight.

Data availability
Data used in this article are available at https://doi.org/10.6084/
m9.figshare.c.6211429 or from the authors on request.
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Extended Data Fig. 1 | ‘Practical Considerations for Quantitative Light Sheet Fluorescence Microscopy’ Infographic. Summary of the important considerations 
for quantitative LSFM described in this Perspective.
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